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MOTIVATION

Observation: the semantic information contained in the samples may correlate with inter-classes.

CONTRIBUTION

We build a new recognition paradigm to improve the transferability using visual knowledge and textual knowledge from the well-pre-trained vision-language model.

We conduct extensive experiments on popular video datasets (i.e., Kinetics-400 & 600, UCF-101, HMDB51 and ActivityNet) to demonstrate the transferability of our solution in many types of transfer learning, i.e., zero-shot / few-shot / general video recognition. Our approach democratizes the training on video datasets and achieves state-of-the-art performance on various video recognition settings, e.g., 87.8% top-1 accuracy on Kinetics-400, and outperforms previous methods by 20∼50% absolute top-1 accuracy under zero-shot, few-shot settings.

METHOD

Revisiting Classifier: From a frozen classifier perspective

Q: How to obtain inter-class correlation?

A1: Transferring visual statistical knowledge.

A2: Transferring textual semantic knowledge.
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