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Video Recognition: classify the short clip or
untrimmed video into pre-defined class.

Task: What is Video Recognition?



Video Recognition: classify the short clip or
untrimmed video into pre-defined class.

§ More than simply recognizing objects
§ Complex person-person interaction & people-object interactions
§ Videos bring motions

Task: What is Video Recognition?



Video Recognition Pipeline
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CLIP: AWeb-scale Pre-trained Vision-Language Model

400M image-text pairs for pre-training

Radford, Alec, et al. “Learning transferable visual models from natural language supervision.”
International Conference on Machine Learning. PMLR, 2021.



How to transfer CLIPmodel for video recognition?

1. The typical vision-only transferring framework

CLIP Pre-trained Visual Encoder

Efficient Training but
limited performance,

especially on zero/few 
shot scenario



How to transfer CLIPmodel for video recognition?

2. The recent vision-language transferring framework

CLIP Pre-trained Visual Encoder

CLIP Pre-trained Textual Encoder
Good performance but ：
• More parameters
• Require large batch size for

contrastive learning
• More training time for

convergence



How to transfer CLIPmodel for video recognition?

3. Our efficient vision-language transferring framework

Efficient but not effective

Effective but not efficient

Efficient

Effective



How to transfer CLIPmodel for video recognition?

3. Our efficient vision-language transferring framework

Figure. Inter-class correlation maps of “embeddings of class labels” for 20 categories on Kinetics-400. 
Left: The extracted textual vectors of class labels, Right: The “embeddings” from learned classifier. 

Key Observations: Revisiting Classifier



How to transfer CLIPmodel for video recognition?
3. Our efficient vision-language transferring framework

Revisiting Classifier: From a frozen classifier perspective



How to transfer CLIPmodel for video recognition?
3. Our efficient vision-language transferring framework

Revisiting Classifier: From a frozen classifier perspective
Q: How to obtain inter-class correlation?



How to transfer CLIPmodel for video recognition?

3. Our efficient vision-language transferring framework

Efficient but not effective

Effective but not efficient

Efficient

Effective

Existing transferring paradigm for video recognition Revisiting Classifier: From a frozen classifier perspective



Comparisons with SOTAs

Results on Kinetics-400 dataset

Results on ActivityNet dataset

Results on UCF101 & HMDB51



Comparison with Few-shot SOTAs



Comparison with Zero-shot SOTAs



Some Ablation Studies

Comparisons with vision-only framework

Comparisons with contrastive-based framework

Exploration of different frozen classifiers Analysis on inference efficiency



Conclusion

• A simple yet effective transferring method from a 
frozen classifier perspective

• Improving both the performance and the convergence 
speed of visual classification

• Superior performance on both general and zero-
shot/few-shot recognition

• Codes & models have be available
https://github.com/whwu95/Text4Vis
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