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Task

Video Recognition: classify the short clip or
untrimmed video into pre-defined class.



Task

Video Recognition: classify the short clip or
untrimmed video into pre-defined class.

§ More than simply recognizing objects
§ Complex person-person interaction & people-object interactions
§ Videos bring motions



Key Observations

• Efficient spatial-temporal modeling is the key 
to action recognition

• Classical C2D：
temporal modeling unexplored but simple

• 3D CNN, e.g., SlowFast or SlowOnly:
effective but expensive

• TSM enables C2D to model temporal 
relationship at nearly zero cost

• fixed channel-wise 3x1x1 conv
• kernel of [0,0,1] for forward shift and 

[1,0,0] for backward shift 
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Is TSM our ultimate choice?

NO! 
We CAN have better choice:

• From the regular viewpoint of HW-T:
TSM can be improved to have arbitrary 
learnable “shift” kernels

• Why not model relationships from other 
viewpoints of WT-H and TH-W?

• With careful designing, better effectiveness-
efficiency trade-off is possible



Key Innovation

MVFNet = Learnable Temporal “Shift” + Learnable Horizontal “Shift” + Learnable Vertical “Shift”

Viewpoint of HW-T Viewpoint of WT-H Viewpoint of TH-W

CxTxHxW



Why MVFNet will work

MVFNet is a generalized architecture of existing frameworks
• 𝛼 = 0, MVFNet specializes to be C2D
• 𝛼 = 1, 𝛽! = 𝛽" =0，MVFNet is a channel-wise 3x1x1 Conv version of SlowOnly/C3D
• 𝛼 = 1/4, 𝛽! = 𝛽" =0，and half of channel-wise 3x1x1 conv kernels are [0,0,1] and the rest 

kernels are [1,0,0], then MVFNet becomes TSM



Ablation Experiments

Design choice of 𝛼: MVFBlock is inserted into res_4 and res_5



Ablation Experiments

Design choice of how many and where MVFBlocks are inserted:
𝛼 = 1/2 and 1/8 for Sth-v1 and K400， respectively



Ablation Experiments

Design choice of fusing multiple viewpoints:
𝛼 = 1/2 and 1/8 for Sth-v1 and K400, respectively; MVFblocks in res_4, res_5

Channel-wise 3x1x1 
temporal / horizontal / vertical 
convolution must have 
independent kernels

Fusing multi-view information is 
beneficial



Ablation Experiments

Impact of MVFBlocks when different backbones are used:
𝛼 = 1/2 and 1/8 for Sth-v1 and K400, respectively; MVFblocks in res_4, res_5



Comparison with Similar Variants

𝛼 = 1/2 and 1/8 for Sth-v1 and K400, respectively; MVFblocks in res_4, res_5



Comparison with Other Solutions on Kinetics400



Comparison with Other Solutions on Sth-Sth-v1/v2



Transfer Learning on UCF101/HMDB51

Mean class accuracy of RGB modality is reported, RGB models are pretrained on Kinetics400



Conclusion

• Upgrading fixed shift kernels of TSM to be 
learnable is more flexible

• Relationship modeling from multiple viewpoints is a 
strong boost

• MVFNet consistently outperforms existing solutions 
on Kinetics400, Something-Something-v1/v2  

• Codes & models will be available
https://github.com/whwu95/MVFNet

https://github.com/whwu95/MVFNet
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