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MVFNet: Multi-View Fusion Network for Efficient Video Recognition

MOTIVATION Ø TSA fusion module

CONTRIBUTION

METHOD

Ø Instead of only temporal modeling, we propose to exploit dynamic 
inside the three dimensional video signal from multiple viewpoints. A 
novel MVF module is designed to better exploit spatiotemporal 
dynamics.

Ø The MVF module works in a plug-and-play way and can be integrated 
easily with existing 2D CNN backbones. Our MVFNet is a generalized 
video modeling network and it can specialize to become recent state-
of-the-arts. 

Ø Extensive experiments on five public benchmark datasets demonstrate 
that the proposed MVFNet outperforms the state-of-the-art methods 
with computational cost (GFLOPs) comparable to 2D CNN.
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Table. Mean class accuracy on UCF-101 and HMDB-51
achieved by different methods which are transferred from
their Kinetics models with RGB modality (over 3 splits).

Table. Comparison with the state-of-the-art models on Kinetics-400 dataset.
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• Efficient spatiotemporal modeling is the key to video recognition
• Classical C2D： temporal modeling unexplored but simple
• 3D CNN, e.g., SlowFast or SlowOnly: effective but expensive
• TSM enables C2D to model temporal relationship at nearly zero cost
• fixed channel-wise 3x1x1 conv： kernel of [0,0,1] for forward shift 

and [1,0,0] for backward shift 

MVFNet = Learnable Temporal “Shift” + Learnable Horizontal “Shift” + Learnable Vertical “Shift”
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Figure. MVF achieves SOTA performance on Sth-Sth V1 and get 
better accuracy-computation trade-off than I3D, ECO and TSM.

Table. Ablation studies on Something-Something V1 and Kinetics-400.

Table. Comparison with Other Solutions on Sth-Sth-v1/v2.


